I. INTRODUCTION

In his third charge to the Tuskegee Syphilis Study Ad Hoc Advisory Panel, Dr. Merlin K. DuVal, the HEW Assistant Secretary for Health and Scientific Affairs, has asked us to determine whether existing policies to protect the rights of patients participating in health research conducted or supported by the Department of Health, Education, and Welfare are adequate, effective, and ethical. This report was prepared by the Subcommittee on Charge III (Jay Katz, M.D., chairman, Ronald H. Brown, J.D., Seward Hiltner, Ph.D., and Fred Speaker, J.D.). The subcommittee chairman wishes to thank his research assistant Stephen H. Glickman, a third year law student at Yale University, for his valuable contributions to this report. Special thanks go also to Dr. Robert C. Backus, Mrs. Bernice M. Lee, and Ms. Jackie Eagle, who in many ways facilitated the work of the subcommittee.

Our response to this charge, embodied in this report, should not be viewed simply as a reaction to a single ethically objectionable research project. For the Tuskegee Syphilis Study, despite its widespread publicity, was not an isolated phenomenon. We believe that the revelations from Macon County merely brought the surface once again the unresolved problems which have long plagued medical research activities. Indeed, we hasten to add that although we refer in this report almost exclusively to physicians and to biomedical investigations, the issues we explore also arise in the context of non-medical investigations with human beings, conducted by psychologists, sociologists, educators, lawyers, and others. The scope of the DHEW Policy on Protection of Human Subjects, broadened in 1971 to encompass such research, attests to the increasing significance of non-medical investigations with human beings.

Our initial determination that the protection of human research subjects is a current and widespread problem should not be surprising, especially in light of the recent Congressional hearings and bills focusing on the regulation of experimentation. In the past decade the press has publicized and debated a number of experiments which raised ethical questions: for example, the injection of cancer cells into aged patients at the Jewish Chronic Disease Hospital in Brooklyn, the deliberate infection of mentally retarded children with hepatitis at Willowbrook, the development of heart transplantation techniques, the enormous amount of drug research conducted in American prisons, the whole-body irradiation treatment of cancer patients at the University of Cincinnati, the advent and spread of "psychosurgery," and the Tuskegee Syphilis Study itself.

With so many dramatic projects coming to the attention of the general public, more must lie beneath the surface. Evidence for this too has been forthcoming. In 1966, Dr. Henry K. Beecher, the eminent Dorr Professor of Research in Anesthesia at the Harvard Medical School, charged in the prestigious New England Journal of Medicine that "many of the patients (used in experiments which Dr. Beecher investigated and reported) never had the risk satisfactorily explained to them, and...further hundreds have not known that they were the subjects of an experiment although grave consequences have been suffered as the direct result..." Dr. Beecher concluded that "unethical or questionably ethical procedures are not uncommon." Quite recently this charge has been corroborated by the sociologist Bernard Barber and his associates, who interviewed biomedical researchers about their own research practices. Despite the expected tendency of researchers to minimize ethical problems in their own work, Barber et al. were able to conclude that "while the large majority of our samples of biomedical researchers seems to hold and live up to high ethical standards, a significant minority may not." The problem of ethical experimentation is the product of the unresolved conflict between two strongly held values: the dignity and integrity of the individual, and the freedom of scientific inquiry. Professionals of many disciplines, and researchers especially, exercise unexamined discretion to intervene in the lives of their subjects for the sake of scientific progress. Although exposure to needless harm and neglect of the duty to obtain the subject's consent have generally been frowned upon in theory, the infliction of unnecessary harm and infringements on informed consent are frequently accepted, in practice, as the price to be paid for the advancement of knowledge. How have investigators come to claim this sweeping prerogative? If the answer to this question is that "society" has authorized professionals to choose between scientific progress and
individual human dignity and welfare, should not "society" retain some control over the research enterprise? We agree with philosopher Hans Jonas that a slower progress in the conquest of disease would not threaten society, grievous as it is to those who have to deplore that their particular disease be not yet conquered, but that society would indeed be threatened by the erosion of those moral values whose loss, possibly caused by too ruthless a pursuit of scientific progress, would make its most dazzling triumphs not worth having.5

We have, as will be seen, made far-reaching recommendations for change. We do not propose these changes lightly. But throughout, in accordance with our mandate, our concern has not been just to define the ethical issues, but also to examine the structures and policies thus far devised to deal with those issues. In urging greater societal involvement in the research enterprise, we believe that the goal of scientific progress can be harmonized with the need to assure the protection of human subjects.

II. SUMMARY OF CONCLUSIONS AND RECOMMENDATIONS

A. Evaluation of Current DHEW Policies for the Protection of Human Research Subjects

1. No uniform Departmental policy for the protection of research subjects exists. Instead one policy governs "extramural" research — research supported by DHEW grants or contracts to institutions outside the Federal Government and conducted by private researchers — and another policy governs "intramural" research — research conducted by personnel of the Public Health Service. Furthermore, Food and Drug Administration (FDA) regulations promulgated to protect subjects in drug research, whether or not supported by DHEW or conducted by the PHS, incorporate variations of their own. The lack of uniformity in DHEW policies creates confusion, and denies some subjects the protection they deserve.

Moving to the next higher level, no uniform Federal policies exist for the protection of subjects in Government-sponsored research. Other agencies wholly separate from DHEW — most notably, the Department of Defense — support or conduct human research. DHEW policies do not govern such research. Here too, the Federal Government's failure to develop a uniform policy has been detrimental to the welfare of research subjects.

2. Under current DHEW policies for the protection of research subjects, regulation of research practices is largely left to the biomedical professions. Since the conduct of human experimentation raises important issues of social policy, greater participation in decision-making by representatives of other professions and of the general public is required.

3. The present reliance by DHEW on the institutional review committee as the primary mechanism for the protection of research subjects was an important advance in the continuing effort to guarantee ethical experimentation. Prior peer review of research protocols is a requirement which should be retained.

4. The existing review committee system suffers from basic defects which seriously undermine the accomplishment of the task assigned to the committees:

   a. The governing standards promulgated by DHEW which are intended to guide review committee decisions in specific cases are vague and overly general.

   b. No provisions are made for the dissemination or publication of review committee decisions. Their low level of visibility hampers efforts to evaluate and learn from committee attempts to resolve the complex problems of human research.

   c. Although the informed consent of the research subject is one of the most important requirements of research ethics, DHEW policies for obtaining consent are poorly drafted and contain critical loopholes. As a result, one crucial task of institutional review committees — the implementation of the informed consent requirement — is commonly performed inadequately. In particular, consent is far too often obtained in form alone and not in substance.

   d. DHEW policies do not give sufficient attention to the protection of such special research subjects as children, prisoners and the mentally incompetent. The use of these subjects in human experimentation presents grave dangers of abuse.

   e. The obligation of institutional review committees to conduct continuing review of research projects after their initial approval is undefined and as a consequence often neglected.

   f. Inefficient utilization of institutional review committees contributes to their ineffectiveness. Committees are overburdened with a variety of separate functions, and could operate best if their tasks were narrowly defined to encompass mainly the implementation of research policies adequately formulated by others.

   g. Effective procedures for enforcing DHEW policies, when those policies are disregarded, have not been devised.

5. No policy for the compensation of research subjects harmed as a consequence of their participation in research has been formulated, despite the fact that no matter how careful investigators may be, unavoidable injury to a few is the price society must pay for the privilege of engaging in research which ultimately benefits the many. Remitting injured subjects to the uncertainties of the law court is not a solution.

B. Policy Recommendations

1. Congress should establish a permanent body with the authority to regulate at least all Federally supported research involving human subjects, whether it is conducted in intramural or extramural settings, or sponsored by DHEW or other government agencies, such as the Department of Defense. Ideally, the authority of this body should extend to all research activities, even those not Federally supported. But such a proposal may raise major jurisdictional problems. This body could be called the National Human Investigation Board. The Board should be independent of DHEW, for we do not
believe that the agency which both conducts a great deal of research itself and supports much of the research that is carried on elsewhere is a position to carry out dispassionately the functions we have in mind. The members of the Board should be appointed from diverse professional and scientific disciplines, and should include representatives from the public at large.

2. The primary responsibility of the National Human Investigation Board should be to formulate research policies, in much greater detail and with much more clarity than is presently the case. The Board must promulgate detailed procedures to govern the implementation of its policies by institutional review committees. It must also promulgate procedures for the review of research decisions and their consequences. In particular, this Board should establish procedures for the publication of important institutional committee and Board decisions. Publication of such decisions would permit their intensive study both inside and outside the medical profession and would be a first step toward the case-by-case development of policies governing human experimentation. We regard such a development, analogous to the experience of the common law, as the best hope for ultimately providing workable standards for the regulation of the human experimentation process.

3. The National Human Investigation Board should develop appeals procedures for the adjudication of disagreements between investigators and the institutional review committees.

4. The National Human Investigation Board should also develop a “no fault” clinical research insurance plan to assure compensation for subjects harmed as a result of their participation in research. Institutions which sponsor Federally supported research activities should be required to participate in such a plan.

5. With the establishment of adequate policy formulation and review mechanisms, the structure and functions of the institutional review committees should be altered to enhance the effectiveness of prior review. In place of the amorphous institutional review committee as it now exists, we propose the creation of an Institutional Human Investigation Committee (IHIC) with two distinct subcommittees. The IHIC should be the direct link between the institution and the National Human Investigation Board, and should establish local regulations consistent with national policies. The IHIC should also assume an educational role in its institutions, informing participants in the research enterprise of their rights and obligations. The implementation of research policies should be left to the two subcommittees of the IHIC:

a. A Protocol Review Group (PRG) should be responsible for the prior review of research protocols. The PRG should be composed mainly of competent biomedical professionals.

b. A Subject Advisory Group (SAG) should be responsible for aiding subjects in their decision-making whenever they request its services. Subject must be made aware of the existence of the SAG. The primary concern of the SAG should be with procedures for obtaining consent, and with the quality of consents obtained. The SAG should be composed of both professionals and laymen.
III. DEVELOPMENT OF CURRENT DHEW POLICIES

A. Historical Background

Experimenation with human beings is not a modern phenomenon; it dates back to the beginning of recorded history. However, until the advent of scientific medicine, “research” was largely conducted unsystematically in the context of clinical practice which benefited, harmed or did nothing to untold patients. Indeed, harmful consequences most often accrued to countless patients who were given treatments whose value had not been established by carefully controlled clinical investigations. Since the individuals involved in “research” were generally also considered potential recipients of the knowledge gained, few questions were raised about the propriety of these interventions by either the medical or legal profession. As far as the medical profession was concerned, the systematic use of human beings for research purposes, a trend which began in the late nineteenth century and has accelerated ever since, did not lead until relatively recently to a sustained exploration of the need to safeguard research subjects. A notable exception was Claude Bernard who in 1865 published his influential An Introduction to the Study of Experimental Medicine, in which he not only demonstrated the need for experimentation on human subjects but also began to formulate rules of ethical conduct.

Similarly the law has had little to say about the rights of human subjects in the research enterprise. Indeed prior to the nineteen-sixties, no specific federal or state statutes regulated research institutions or investigators in their use of human subjects for experimental purposes. Though beginning with the English case of Slater v. Baker and Stapleton8 in 1767 and the American case of Carpenter v. Blake9 in 1871, courts were from time to time confronted with the claim of experimentation in malpractice actions, the resulting opinions evinced concern about “experimentation” but did not provide any meaningful legal guidelines for investigators to follow. Perhaps the fact situations in these cases, which often raised other important issues besides experimentation, precluded judges from speaking out more clearly on the legal limits to human research. Through the first third of the twentieth century, the generally accepted legal rule seemed to be that a physician experimented “at his peril” if his patients were harmed thereby.10 Eventually, the distinction between rash human experimentation and careful, scientific and ethical experimental practice was acknowledged by the courts. In 1935, the Supreme Court of Michigan stated in a malpractice case:

We recognize the fact that if the general practice of medicine and surgery is to progress, there must be a certain amount of experimentation carried on; but such experiments must be done with the knowledge and consent of the patient or those responsible for him and must not vary too radically from the accepted method of procedure.11

Although this dictum was a broad generalization, made in a therapeutic context, and was not directed at nontherapeutic investigations, it signalled the ascendancy of a more balanced judicial attitude toward medical research involving human beings.

This posture was sorely tested by the revelations of the horrifying atrocities perpetrated under the Nazis by German physicians and scientists in the name of clinical research.12 The disclosures at Nuremberg disturbed the medical community, and many physicians and research scientists called for worldwide acceptance of ethical standards to assure the protection of subjects in biomedical research. However, the impact of their concern was blunted by the cruelty of the concentration camp experiments which obscured the fundamental fact that similar problems of research ethics, though not of the same magnitude, had characterized the research enterprise from its beginnings. Nonetheless, the trial of the Nazi physicians led the Military Tribunal to set forth ten basic principles, the so-called Nuremberg Code,13 which must be observed in human experimentation “in order to satisfy moral, ethical, and legal concepts.” The following principles illustrate the nature of the Code:

1. The voluntary consent of the human subject is absolutely essential. . .

2. The experiment should be such as to yield fruitful results for the good of society, unprocurable by other methods of study, and not random and unnecessary experiments in nature.

6. The degree of risk to be taken should never
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9. 60 Barb. 488 (N.Y. 1871).
exceed that determined by the humanitarian importance of the problem to be solved by the experiment.

The widely felt need to supplement and modify the provisions of the Nuremberg Code led to the proliferation of other "improved" codes of research ethics. The World Medical Association's Helsinki Declaration (1964), the American Medical Association's Ethical Guidelines for Clinical Investigation (1966) and the draft code of the American Psychological Association (1972) are three which have received the most attention.

The promulgation of such documents helped to focus attention on the ethical problems inherent in research activities involving human subjects. However, as the number of documents increased their limitation become more evident to concerned observers. As one of us has elsewhere remarked:

The proliferation of such codes testifies to the difficulty of promulgating a set of rules which do not immediately raise more questions than they answer. By necessity these codes have to be succinctly worded and, being devoid of commentary, their meaning is subject to a variety of interpretations. Moreover, since they generally aspire to ideal practices, they invite judicial and injudicious neglect. Consequently, as long as they remain unelaborated tablets of exhortation, codes will at best have limited usefulness in guiding the daily behavior of investigators.

Furthermore, discrepancies between codes have helped to sow confusion. Discussing the Helsinki Declaration and the A.M.A. Guidelines, Professors Katz and Capron observed:

The significant discrepancies between these two documents highlight the need for mechanisms which would permit their reconciliation... Unlike the Helsinki Declaration, the AMA guidelines propose that "(m)inors or mentally incompetent subjects may be used as subjects only if (t)he nature of the investigation is such that mentally competent adults would not be competent subjects." On the other hand, the Declaration of Helsinki states, and the AMA guidelines do not, that "(a)t any time during the course of clinical research the subject or his guardian should be free to withdraw permission for research to be continued." No explanation is provided for the differences nor is any mechanism available to guide physician-investigators in adopting or rejecting part or all of either document, based on its disagreement with the other or for any additional reasons.

In retrospect, the promulgation of so many varying codes of ethics can be viewed as a tacit recognition within the professions that self-regulation by investigators could not be relied on to control research practices. When it was also realized that the codes themselves had serious shortcomings, new and quite different proposals for ordering the research process began to emerge. Procedures were gradually developed to apply the general principles contained in codes of research ethics in the formal evaluation of individual research projects by institutional review committees.

The National Institutes of Health (NIH) first developed such procedures in order to regulate clinical research performed at its Clinical Center in Bethesda, Maryland. Since 1953, human research has not been conducted there without prior approval of a review committee responsible for the protection of subjects. In 1966, Surgeon General William H. Stewart extended the requirement of prior review by "a committee of (the investigator's) institutional associates" to all "extramural" research supported by United States Public Health Service (PHS) grants and awards. This review was to assure an independent determination: (1) of the rights and welfare of the individual or individuals involved, (2) of the appropriateness of the methods used to secure informed consent, and (3) of the risks and potential medical benefits of the investigation.

Prior committee review was also instituted, in 1967, for all "intramural" research programs of the Public Health Service. The Tuskegee Syphilis Study, conducted by PHS investigators, was an intramural activity.

In 1971, the Department of Health, Education, and Welfare formulated its policy for the protection of human subjects which superseded the Public Health Service extramural program guidelines. Institutional committee review was retained as the central feature of the new DHEW policy. The DHEW regulations apply to all research supported by Departmental grants or contracts, regardless of whether the research is medical in nature. However, the new regulations do not apply to intramural PHS activities, which are still governed by separate and sometimes divergent PHS guidelines. Also in 1971, the Food and Drug Administration promulgated additional regulations, patterned on the DHEW framework, to govern the testing of “investigational new drugs.” And recently, in response to the Tuskegee Syphilis Study revelations, Senator Jacob Javits introduced a bill which would enact most of the current DHEW requirements into law.

Senator Hubert Humphrey also responding to the Tuskegee Study, introduced another bill, quite different in conception. Humphrey also responding to the Tuskegee Study, introduced another bill which would enact most of the current DHEW requirements into law. Senator Hubert Humphrey also responding to the Tuskegee Study, introduced another bill, quite different in conception. It would create within the executive branch an independent board to establish guidelines for human experimentation, to review research practices and to enjoin the conduct of certain investigations.

Due to the Federal Government’s prominent role in funding biomedical research, the PHS-DHEW regulations have had a noticeable impact on the conduct of human research in this country. Over 700 American research institutions have established review committees in order to satisfy DHEW or PHS requirements. Although these committees are required to review only Federally-funded research, they often have extended their review to all research on human subjects conducted at their institutions.

B. Description of DHEW Policy

At present DHEW policies vest primary responsibility for the protection of research subjects in institutional review committees. These committees are charged with the initial review of all project proposals and are also expected to subject research activities to “continuing review.” Once a committee has approved a research protocol, its decision is reviewed again by the DHEW study section which considers the protocol for funding. When either group disapproves a protocol, that decision cannot be appealed to the Department, and the protocol cannot be Federally funded. In contrast to the DHEW requirements, PHS intramural policy does not require continuing review. Instead, the burden is on the investigator to bring “significant proposed changes in protocol and emergent problems of investigation” to the attention of the review group involved.

DHEW requires institutional committees to review all aspects of “any activity” which might expose a subject to the possibility of harm if the activity “goes beyond the application of those established and accepted methods necessary to meet his needs.” Recognizing that this jurisdictional standard leaves much to the discretion of committees and investigators the Department concedes that “(a)cteption is a matter of professional response, and determination as to when a method passes from the experimental stage and becomes established and accepted is a matter of judgment.”

Before the committee can approve an activity under review, it must “determine that the rights and welfare of the subjects involved are adequately protected, that the risks to an individual are outweighed by the potential benefits to him or by the importance of the knowledge to be gained, and that informed consent is to be obtained by methods that are adequate and appropriate.” Like the jurisdictional standard, these review standards are phrased in general terms, although the “basic elements” of “informed consent” are set forth in greater detail.

DHEW policy also requires each institution to provide written assurance that it will abide by DHEW policy. The assurance must include “a statement of compliance with DHEW requirements for initial and continuing committee review of the supported activities; a set of implementing guidelines, including identification of the committee, and a description of its review procedures.” As part of the “implementing guidelines,” each institution is asked to adopt a “statement of principles that will assist the institution in the discharge of responsibility.”

34. See infra., pp. 31-32.
37. Ibid. See also Institutional Guide, supra, footnote 23, at 5, footnote 2, and at 23.
of its responsibilities for protecting the rights and welfare of subjects. These statements are typically derived from existing codes of ethics not much more explicit that the DHEW review standards themselves. Unlike DHEW policy, the intramural guidelines of the PHS make specific, albeit limited, reference to “(s)udies involving children, the mentally ill or the mentally defective” Such studies “shall be carried out only when there is no significant risk of physical or mental harm to the subject or when direct benefit to the subject is anticipated.” The intramural guidelines also explicitly provide that “(s)udies of individuals with limited civil freedom shall also be subject to group consideration and approval.” Although the references to minors, incompetents, and prisoners do not impose additional substantive restrictions on research, they may alert review committees and investigators to the special problems presented by research with such subjects.

Since institutional review committees are entrusted with such difficult decision-making responsibilities, their composition is a matter of Departmental concern:

The committee must be composed of sufficient members with varying backgrounds to assure complete and adequate review of projects and activities commonly conducted by the institution. The committee’s membership, maturity, experience, and expertise should be such as to justify respect for its advice and counsel. No member of an institutional committee shall be involved in either the initial or continuing review of an activity in which he has a professional responsibility, except to provide information requested by the committee. In addition to possessing the professional competence to review specific activities, the committee should be able to determine acceptability of the proposal in terms of institutional commitments and regulations, applicable law, standards of professional conduct and practice, and community attitudes. The committee may therefore need to include persons whose primary concerns lie in these areas rather than in the conduct of research, development, and service programs of the types supported by the DHEW.

Beyond this, the Department does not specify any particular size or membership requirements, believing instead that disparity in institutional situations demands flexibility. For the same reason the Department does not provide any directions for the conduct of initial or continuing review. Instead, as already noted, institutions are required to submit for Departmental approval a description of the procedures their committees will follow to implement review.

When DHEW funding is sought, a research proposal approved by an institutional committee is reviewed again within the Department. A study section, composed of scientists not connected with the proposal or its sponsoring institution, examines the proposal and transmits its recommendation to the particular National Advisory Council authorized to grant the requested research funds. This Departmental review is not restricted to a reconsideration of the “ethical soundness” of the proposed research. Instead, it encompasses all other factors which enter into any research funding decision, such as the scientific rigor of the proposal, the scientific significance of the proposed project, and the relationship of budgetary estimates to the proposed study. As a result, the review of ethical issues at this stage cannot be as thorough as it is intended to be at the institutional level.

The adoption of this institutional review committee approach promised to be a significant advance toward the goal of ethical human research. For the first time, codes of research ethics were to be applied in concrete situations by means of a definite procedure providing for independent scrutiny of individual research proposals. Moreover, a decentralized, pluralistic approach, emphasizing decision-making at the institutional level, seemed to offer other advantages. The exploration of problems from different points of view could ultimately lead to a fuller appreciation of the issues requiring resolution. Concern for the rights and welfare of subjects could be more easily communicated to individual investigators. The review of research protocols could be handled in depth and yet with dispatch.

Despite these hopes, the present DHEW regulatory framework can only be considered a qualified success. The continued existence of two varying sets of guidelines to govern intramural and extramural human research activities respectively serves no purpose and generates confusion. As to the content of the guidelines, although from a historical perspective institutional committee review was a major improvement over prior practices, many deficiencies, to which we now turn, have precluded successful supervision of human experimentation for the protection of human subjects.
At bottom, the difficulties which face review committees derive from the generality of the standards which are to guide their determinations in specific cases under either the intramural or extramural policies. To illustrate, if a review committee had evaluated the Tuskegee Syphilis Study under current guidelines, questions calling for searching examination would have surfaced.

(1) If the requirement of informed consent is to be taken seriously, should impoverished and uneducated Blacks from rural Alabama have been selected as subjects in the first place? Or should a concerted effort have been made to find subjects from among the most educated within the population at large, or at least to select from the given subgroup those subjects most capable of giving “informed consent”? Put more generally, what general principles should guide the selection of subjects? The philosopher Hans Jonas has given one answer to this question: “One should look for (subjects) among the most highly motivated; the most highly educated, and the least ‘captive’ members of the community.”

(2) If “the welfare of the individual is paramount” and the subject must have available to him the facilities and professional attention necessary for the protection of his health and safety, what special efforts should have been made by investigators to provide medical treatment beyond the economic reach of the subjects before enlisting them in the Tuskegee Study? Or should the institutional review committee have turned down the Tuskegee Syphilis Study because no adequate treatment facilities were available in Macon County?

(3) How should “continuing review” operate? For example, at what point in time, after penicillin treatment for syphilis became available, should the subjects of the Tuskegee Syphilis Study have been apprised of this new development? Since it generally takes time before medical consensus is reached on the value of a new medication and is reported in the medical literature, when should the subjects have been told that a drug was available which at least some competent physicians considered effective treatment?

(4) How should the risks inherent in this study have been weighed against the predicted advancement of medical knowledge? The rule that “the risks to an individual. . .(must be) outweighed by the potential benefits to him or by the importance of the knowledge to be gained,” is perhaps the most difficult guideline for review committees to implement. The seeming simplicity of this command belies its complexity. How are such tangibles as “risks,” “benefits,” and “importance of knowledge” to be measured and weighed? Can serious harm to research subjects ever be outweighed solely by additions to the sum of human knowledge? If so, what kind of knowledge, in what circumstances, would outweigh what risks to subjects? The difficulties inherent in evaluating the scientific merits of a particular study are demonstrated by the ongoing differences of opinion among scientists of the PHS as to whether continuation of the Tuskegee Syphilis Study can still be defended on the ground of scientific merit. It is necessary for review committees to scrutinize carefully the research design of every proposed study if the requirement that risks be balanced against benefits is to be taken seriously, for the acquisition of knowledge depends so much on the soundness of the research protocol. Does the informed willingness of the subject to accept certain risks have any bearing on the committee’s balancing of risks against benefits? Finally, since the design of the Tuskegee Study could not completely exclude the possibility that non-subjects might contract syphilis from untreated subjects, how should a review committee have balanced risks to non-subjects against benefits to society?

(5) Review committees are also required to “determine that the rights and welfare of the subjects involved are adequately protected.” What rights did the Tuskegee Study subjects possess? The tremendous confusion which exists in the area of patient subjects’ rights is in part the result of the traditional but largely unexamined prerogative of professionals.
to intervene in their patients' behalf without full disclosure whenever it is supposed to be "in their patients' best interests." The doctrine of "informed consent" has had little impact on this longstanding professional practice. Since much medical research is carried out in the context of "patient care" the right to make decisions for patients has more often than not unwittingly been carried over into the research domain. The confusion about patient-subjects' rights is bolstered by the scientist's felt obligation to advance knowledge for the good of society, although society has inadequately defined the extent of this obligation.

To illustrate the confusion about subject's rights: Can the subject claim the right to be indemnified for any harm he suffers as a result of the research, regardless of the investigator's fault and in spite of consent? Is so, who is responsible for informing him that an injury has occurred which is not the result of the natural progression of his illness? Do Tuskegee Study subjects have a cause of action because they did not receive suitable medical treatment? If so, who may be liable—the individual investigators, the PHS, the Milbank Memorial Fund, the Tuskegee Institute? The intramural guidelines of the PHS and The Institutional Guide to DHEW Policy on Protection of Human Subjects also identify confidentiality as a right which must be protected. Does confidentiality extend only to the subject involved in the study or does it also include the group of which he is a part? If the latter, what are the limits of group confidentiality? The Tuskegee Syphilis Study, in common with many other studies, singled out one particular group and revealed much that was intimate and private about all its members. Where can review committees seek guidance in devising procedures which safeguard subjects' rights in general, and their rights to confidentiality, privacy and respect, in particular?

The vagueness and generality of the governing standards have disadvantaged all participants in the research decision-making process. For conscientious review committees, they have meant hard work and, insofar as the committees are overwhelmed by the enormity of their task, superficial examination of protocols. For subjects, the inevitable result has been to deprive them in some measure of the protection which review committees were supposed to provide. For investigators, the pervasive uncertainty about what kind of human studies are now permissible has impeded their research. And for society, fears about the protection of its citizens in the research enterprise have not been stilled. Especially because review committees work in isolation from one another and no mechanisms have been provided for disseminating the knowledge gained from their individual experiences, each committee is condemned to repeat the process of finding their own answers to all the questions we have raised. This is an overwhelming, unnecessary and unproductive task for which they are not prepared and which we doubt they are willing to assume.

What is needed, is an overall official body authorized to formulate more detailed policies with respect to research on human beings. The need for such a policy making body has in point of fact already been perceived, and other bodies, official and non-official, have partially and on an ad hoc basis attempted to fill the gap. For example, the FDA has promulgated comprehensive rules for the conduct of drug research, although on many crucial issues of subject protection it has simply copied DHEW policy. Similarly, in the wake of organ transplantation, an ad hoc Committee of the Harvard
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Medical School redefined the criteria of “death” in order to facilitate the removal of needed organs. Moreover, the Division of Research Grants of NIH, which at present supervises the implementation of DHEW policy, has occasionally transmitted memoranda to review committees “concerning the interpretation and implementation of (its) policy.” Recent memoranda focused on potential hazards of screening programs for sickle cell trait, the definition of “human subject,” and guidelines for fetal studies. These policy-making activities need to be consolidated, under the auspices of a broadly representative body, about which we shall have more to say below. Such a body would not only provide guidance to review committees but would also enable them to obtain advice whenever difficult problems arise.

B. Invisibility

The creation of institutional review committees could have led to increased visibility of decisions regarding the protection of subjects. But since neither publication nor free access to their findings was specifically planned for, increased visibility has not been realized. A low level of visibility hampers efforts to evaluate and learn from attempts to resolve the complex problems of human research. Especially so long as guidelines for human research remain so indefinite, high-visibility decision-making is an essential feature of a well-functioning regulatory framework. Moreover, since committee disapprovals can block research, with no recourse to higher level review, invisibility may impede the acquisition of valuable knowledge.

The 1969 committee review of the Tuskegee Syphilis Study illustrates the problems which a low level of visibility creates. Our knowledge of that proceeding comes from an unofficial summary which constitutes the only available report on that committee’s deliberations. From this summary it is impossible to determine the factors which the committee considered or the grounds on which the committee based its decision to approve a continuation of the study. This state of affairs is not atypical. Because institutional committee decisions are not published, committee decision-making operates at a primitive level, uninformed by pertinent prior decisions of other committees or by scholarly outside criticism. A mechanism for self-improvement over time is lacking. Professor Guido Calabresi has observed:

60. Memorandum of January 24, 1972, from Stephen P. Hatchett, Director, Division of Research Grants, NIH, DHEW, to Officers Responsible for Institutional Implementation of DHEW Policy on Protection of Human Subjects.

...The best way of broadening the inputs to the committee—lies in another device: publication of the cases decided by the committees. Such cases could well be anonymous (at least at first). They could be collected and published in much the same way that decisions of courts are collected. The reports on any case could include, first a factual part describing, among other things, the experience of the experimenter, the antecedent tests in non-human subjects, the major risks perceived, the scientific gains perceived possible, the availability of subsequent controls to limit the risks, the origin and life expectancy of the subjects, and the nature of the consent and the manner in which it was obtained; and, second, a jurisprudential section containing the decision of the committee (whether favorable or unfavorable), together with the principal arguments made for and against the decision reached.

Such published cases would soon become the subject of intense study both inside and outside the medical profession. Analyses in learned journals by lawyers, doctors, and historians of science would inevitably follow. These would undoubtedly re-argue the more important or path-breaking cases. If law cases are any guide, the analyses would sometimes conclude that the cases were wrongly decided, but frequently that they were rightly decided, and perhaps more frequently that they were rightly decided but for the wrong reasons. To the extent that Law Reviews consider themselves courts of last appeal beyond the highest courts in the land, so would the learned journals in which this giurisprudenza would be dissected. From all this, a sense of what society at large deems proper in medical experiments might well arise. This sense would, in turn, guide the committees and make their decisions more sophisticated. The result would not only be better thought out decisions, but also a more complex system of controls, which, in effect, took into account much broader sources of information as to societal values. ... 61

In the Recommendation section of our report we incorporate Calabresi’s suggestions in a comprehensive framework for the regulation of human experimentation.

C. Subject Consent

1. The Definition of “Informed Consent”

Institutional review committees are expected to

ascertain "that informed consent is . . . obtained by methods that are adequate and appropriate." The DHEW Grants Administration Manual, in contrast to its treatment of other important matters, defines "informed consent" in some detail:

Informed consent is the agreement obtained from a subject, or from his authorized representative, to the subject's participation in an activity.

The basic elements of informed consent are:

1. A fair explanation of the procedures to be followed, including an identification of those which are experimental;
2. A description of the attendant discomforts and risks;
3. A description of the benefits to be expected;
4. A disclosure of appropriate alternative procedures that would be advantageous for the subject;
5. An offer to answer any inquiries concerning the procedures;
6. An instruction that the subject is free to withdraw his consent and to discontinue participation in the project or activity at any time.

The PHS Intramural Guidelines also explicate informed consent in some detail:

The individual must be free to choose whether or not to be a subject in research. His participation shall be accepted only after he has received a fair explanation of the procedures to be followed, benefits, and attendant hazards and discomforts, and, suited to his comprehension, the reasons for pursuing the study and its general objectives. He must be informed of his right to withdraw from the study at any time.

For no apparent reason, two "basic elements" of informed consent identified in DHEW policy are ignored by the PHS intramural policy. Nothing is said in the intramural policy statement about disclosure of alternative procedures ("basic element" number four) or response to inquiries ("basic element" number five).

Despite the commendably greater detail with which DHEW policy on obtaining informed consent is set forth, major gaps do remain. For instance, the DHEW directives permit consent to be obtained from the subject's "authorized representative" in lieu of the subject himself. But the circumstances in which third party consent may properly be substituted for the consent of subjects are undefined. Committees are not advised as to who can validly consent in place of the subject or whether consent can be obtained from another person besides the subject only for certain investigations, such as those specifically designed to benefit the subjects themselves. Thus, committees are left to their own devices in fashioning rules about the participation in research of such subjects as the very young or the very old, the mentally incompetent or the emotionally disturbed, the imprisoned or those otherwise under duress, or, as in the Tuskegee Study, those who are ill-prepared as a consequence or cultural deprivation or inadequate education.

In contrast to the DHEW extramural guidelines, the PHS intramural research rules do address the problems of substitute consent for special subjects in more detail:

Studies involving children, the mentally ill or the mentally defective should be carried out only when there is no significant risk of physical or mental harm to the subject or when direct benefit to the subject is anticipated. In general, written informed consent of the parent or guardian shall be required for all medical or dental studies with such subjects, except in studies of an observational nature or in those conducted during the administration of accepted health care procedures that do not require specific informed consent in ordinary practice. Any exception shall be carefully considered and fully documented. Written informed consent of parent or guardian may be desirable in certain other studies with these groups and shall be required if conditions warrant. Studies of individuals with limited civil freedom shall also be subject to group consideration and approval. Informed consent of the responsible institutional authority shall be required in all cases. Written informed consent of the individual shall also be required except for studies of an observational nature conducted during the administration of accepted health care procedures that do not require specific informed consent in ordinary practice.

The major difficulties with these provisions result from the exceptions to the general requirement of substitute consent. "Studies of an observational nature" and "accepted health care procedures that do not require specific informed consent in ordinary practice" are phrases too vague to be meaningful. For example, was the Tuskegee Syphilis Study "of an observational nature"? In what "other" kinds of studies may investigators dispense with the consent of parent or guardian unless unspecified "conditions warrant" it?

64. Intramural Guidelines, supra, footnote 22, at 1.
65. Intramural Guidelines, supra, footnote 22, at 10-11.
Moreover, the PHS instructions ignore the issue of the capacity of third parties to represent the interests of special subjects adequately, and the subtle inducements which may persuade prisoners to consent.

Prisoners in particular are a group whose participation in research has long been controversial. Because prisoners are a captive group, the danger is great that their consent to participate in research will be obtained by duress. Jessica Mitford has recently documented some of the abuses to which prisoner participants in experimentation have been subjected, and she comments:

The (Institutional) Guide expresses a "particular concern" for "subjects in groups with limited civil freedom. These include prisoners...." Having uttered this praiseworthy sentiment, HEW has apparently let the matter drop. Dr. D.T. Chalkley, chief of the Institutional Relations Branch, Division of Research Grants, and signer of the Guide, tells me that HEW does not even maintain a list of prisons in which HEW-financed research programs are in progress and has "no central source of information" on the scope of medical experiments on prisoners by drug companies....

What efforts have been made by HEW to enforce its guidelines in HEW-financed medical research behind prison walls? "We do give some grants that involve prisoners. But there's no convenient way of recovering the information as to whether our guidelines are being followed," said Dr. Chalkley. "That responsibility lies with the principal investigator...." has HEW ever brought any action to enforce its regulations in any prisons anywhere? "None, to date."

Most new drug testing is initially conducted on prisoners, and is subject to FDA regulations, but the FDA also has no list of persons in which such research is carried out.

We regard the failure of the DHEW policies to include comprehensive guidelines for safeguarding prisoners, children, mentally incompetents, and other special subjects in research, as a major shortcoming which must be rectified. Detailed policy must be formulated specifying the kinds of research which may be carried out with special subjects of different types, the inducements which are permissible, the circumstances in which third-party consent is necessary, the identity of those who can validly consent for the subject, additional precautions which must be taken for such subjects, and other matters.

2. Exceptions to the Consent Requirement

In its *Institutional Guide to DHEW Policy on the Protection of Human Subjects*, the Department sets forth the following additional exceptions to the requirement of informed consent:

The review committee will determine if the consent required, whether to be secured before the fact, in writing or orally, or after the fact following debriefing, or whether implicit in voluntary participation in an adequately advertised activity, is appropriate in the light of the risks to the subject, and the circumstances of the project.

Where an activity involves therapy, diagnosis, or management and a professional/patient relationship exists, it is necessary "to recognize that each patient's mental and emotional condition is important...and that in discussing the element of risk, a certain amount of discretion must be employed consistent with full disclosure of fact necessary to any informed consent."69

The first exception which permits obtaining consent "after the fact," is so general in scope and so extensive in the discretion it accords review committees that it almost stagger the imagination. What are "the circumstances of the project" which could ever permit such an invasion of subjects' rights to self-determination and privacy? Is this exemption limited to investigations with normal subjects employing placebos or to deception studies so frequently employed by psychologists? In one sentence the requirement of prior informed consent is seriously undermined.

Furthermore, another exception provides for a departure from informed consent in situations in which a professional/patient relationship exists. Since most medical research is carried out in such settings, it can apply to almost all medical interventions. It is particularly in clinical settings that overreaching in obtaining consent, however unwitting, is a constant danger. Thus the unqualified provision that "a certain amount of

68. See Mitford, ‘‘Experiments Behind Bars,’’ supra, footnote 67, at 68.
70. It is implicit that consent is normally to be obtained prior to the subject's participation in research, although DHEW policy nowhere so states.
71. See infra, pp. 40ff.
discretion must be employed consistent with full disclosure of fact” is particularly unsatisfactory.72

PHS intramural policy also contains loopholes in its consent provisions. First, the guidelines state that

An explanation so detailed as to bias his response or otherwise to invalidate findings is not necessary in those procedures that involve no risk of physical harm to the subject.73

This qualification is apparently designed to minimize interference with behavioral and other studies common to the social sciences. This guidelines elsewhere state that

a major class of procedures in the social and behavioral sciences does no more than observe or elicit information about the subject's status by means of tests, inventories, questionnaires or surveys of personality or background. In such instances, the ethical considerations of voluntary participation, confidentiality, and propriety in use of the findings are the most generally relevant ones. The procedures may in many instances not require the fully informed consent of the subject or even his knowledgeable participation.74

The lack of concern in the quoted passages for psychological—as opposed to physical—harm to subjects is striking. Despite acknowledged ethical problems, the guidelines suggest that in “many instances” the “knowledgeable participation” of the subject may be unnecessary. Here again, the regulations fail to provide meaningful guidance to review committees.

3. The Quality of “Informed Consent”

Another difficulty which seriously undermines the implementation of informed consent has not been dealt with at all in the DHEW policies. It has long been recognized that consent is far too often obtained in form

72. Compare the more satisfactory provisions on informed consent adopted by the FDA, 21 CFR § 130.37, which require that consent be obtained “in all but exceptional cases.” This is defined as follows:

(d) “Exceptional cases,” as used in paragraph (b) of this section, which exceptions are to be strictly applied, are cases where it is not feasible to obtain the patient's consent or the consent of his representative, or where, as a matter of professional judgment exercised in the best interest of a particular patient under the investigator’s care, it would be contrary to that patient’s welfare to obtain his consent.

(f) “Not feasible” is limited to cases where the investigator is not capable of obtaining consent because of inability to communicate with the patient or his representative; for example, where the patient is in a coma or is otherwise incapable of giving informed consent, his representative cannot be reached, and it is imperative to administer the drug without delay.

(g) “Contrary to the best interests of such human beings” applies when the communication of information to obtain consent would seriously affect the patient's disease status and the physician has exercised a professional judgment that under the particular circumstances of this patient's case, the patient's best interests would suffer if consent were sought.

73. Intramural Guidelines, supra, footnote 22, at 1-2.

74. Intramural Guidelines, supra, footnote 22, at 9.

alone, and not in substance. As the Department itself admits in its Institutional Guide (quoting Doctor Henry K. Beecher of Harvard Medical School):

“The informed consent of the subject, while often a legal necessity is a goal toward which we must strive, but hardly ever achieve except in the simplest cases.”75

For as Doctor Beecher has written elsewhere,

Lay subjects, sick or well, are not likely to understand the full implications of complicated procedures, even after careful explanation.76

Even with the best of intentions, investigators may fail to "get through" to their subjects for a variety of reasons. The subjects themselves may have great difficulty in understanding or little interest in knowing the nuances of what the investigator tries to explain to them. As Senator Hubert Humphrey recently lamented in response to the Tuskegee Syphilis Study:

Who are the people who have been the subjects of medical experiment? The clear and shocking implications of the most recently revealed experiments indicate that the powerless, the poor, the least educated, and members of minority groups are the likeliest human guinea pigs...

It is those who cannot understand what is being done to them that constitute by far the largest numbers among human experimentation subjects.77

Moreover, the circumstances in which consent is sought may foster or hinder an informed and voluntary decision. The subject may be under stress or distracted by other pressing concerns. For example, he may be a patient, desperately hoping for successful treatment of his condition, whose judgment is distorted by the natural tendency to grasp at any straw in reach. The likelihood of this result is magnified by the profound dependence which many patients develop on their attending physicians, who are often responsible for obtaining consent. Indeed, however wrongly, the patient may well fear that his refusal to consent to experimental


77. 118 Cong. Rec. S 14041 (Sept. 5, 1972). Senator Humphrey's assertion is corroborated by the recent study of research practices conducted by Barber et al. In the two institutions they analyzed, they found that studies in which the risks were relatively high in proportion to therapeutic benefits to the subjects were "almost twice as likely to be conducted using subjects more than three-fourths of whom (were) ward and/or clinical patients" as opposed to private and/or semi-private patients. Moreover, this proportion is not significantly altered when studies in which the risk exceeds all possible benefits, to the subjects or to medicine generally are examined: "the 'least favorable' studies (were) still almost twice as likely as the more favorable to be done using three-fourths or more ward or clinical patients." Barber et al., supra, footnote 3 at 55, 56.
treatment will anger his physician and deprive him of adequate medical care.

Lastly, the investigator himself may fail to describe his own research objectively, or unwittingly create subtle pressures on a subject to consent. To suggest this is not to deny the integrity of the researcher, but only to acknowledge the reality of investigators' bias toward their work. Their scientific curiosity and excitement make it difficult for them to take a detached view of the research they wish to conduct with their subjects.

D. Continuing Review

Although extramural research projects supported by DHEW grants or contracts must be reviewed on a continuing basis, intramural research activities of the Public Health Service need not be reviewed again after initial committee approval. This omission for intramural programs of what the Department itself calls "an essential part of the review process" explains the long neglect of the Tuskegee Study. Begun long before committee review became a reality, the Study was not reviewed by any committee until 1969, three years after Surgeon General Stewart had inaugurated the policy of committee review. Moreover, the 1969 review was undertaken at the behest of the principal investigators themselves, and not as the result of the Public Health Service review policy. The Tuskegee Study was not reviewed again until this Panel was appointed. We have been unable to ascertain why intramural research they wish to conduct with their subjects.

Although DHEW extramural policy does require "continuing review," a better definition of the nature and extent of this obligation is needed. The present indefinite regulations invite a perfunctory performance of the continuing review function. Essentially the Department expects that the committees will adopt a variety of continuing review mechanisms. They may involve systematic review of projects at fixed intervals, or at intervals set by the committee commensurate with the project's risk. Thus, a project involving an untried procedure may initially require reconsideration as each subject completes his involvement. A highly routine project may need no more than annual review. Routine diagnostic service procedures, such as biopsy and autopsy, which contribute to research and demonstration activities generally require no more than annual review. Spot checks may be used to supplement scheduled reviews.

Actual review may involve interviews with the responsible staff, or review of written reports and supporting documents and forms. 79

Institutional review committees, already overburdened by the task of examining all new research projects, are thus also responsible for re-examining from time to time all ongoing research. If something has to give first, it tends to be this assignment. Pressed for time, the review committees assume that the initial review has satisfactorily resolved all existing problems and that a cursory review is sufficient.

E. Structure and Composition of Institutional Committees

Institutional review committees are charged with carrying out a number of distinct functions. They are required to formulate policies and regulations to guide the conduct of research at their institutions. 80 Often under the rubric of protocol review; to communicate these policies to investigators; to administer the policies they have promulgated through the prior appraisal of research proposals, the supervision of the attempt to obtain consent and the continuing review of approved research activities; to review the consequences of their decisions; and to keep informed of DHEW policy changes and suggestions in order to reformulate institutional policies and rules when necessary.

In recognition of the variety of tasks which have been delegated to committees, DHEW policy stresses the composition of committee membership.

...In addition to possessing the professional competence to review specific activities, the committee should be able to determine acceptability of the proposal in terms of institutional commitments and regulations, applicable law, standards of professional conduct and practice, and community attitudes. The committee may therefore need to include persons whose primary concerns lie in these areas rather than in the conduct of research, development, and service programs of the types supported by DHEW (emphasis supplied). 81

In carrying out their functions, the institutional review committees are thus also asked: "to determine acceptability of the proposal in terms of... applicable

80. Although the parent institutions are charged by DHEW with the responsibility of formulating policies to guide institutional review committees, Grants Administration Manual, supra, footnote 23, §1-40-40, to our knowledge this task is generally delegated to those committees. As we have previously described, the burden of formulating policy weighs heavily on local institutions because the DHEW policy is vague and incomplete.
81. Grants Administration Manual, supra, footnote 23, §1-40-40 (C) (2) (b).
law, standards of professional conduct and practice, and community attitude." By assigning these tasks to a broadened committee membership, DHEW recognizes that decision-making in the human experimentation process cannot be left solely to professionals, but requires the participation of informed and concerned non-scientists who may be laymen, lawyers, clergymen, and appropriate others. However, the functions of these non-professional participants are not spelled out. And the assumption that they can make their most effective contribution at the administrative stage, when individual protocols are reviewed, rather than at other stages of the process remains unexamined. The DHEW policies attempt to consolidate all phases of research regulation—formulation of detailed policies, administration of research, and review of decisions and consequences—in one committee structure. Asking each review committee to determine far-reaching policies by itself overburdens the review committee structure. The policy issues which must be resolved with the assistance of lay members are so complex that to require each committee to work them out by itself is at best inefficient and at worst self-defeating.

It would be more functional and efficient to leave the administration of research, like the administration of therapeutic interactions between physicians and patients, primarily in the hands of the professionals. If review committees were guided by comprehensive policies formulated by a broadly representative body, the review of individual protocols could focus on technical matters, such as degree of risk, likely benefits, research design, competence of investigators, safety precautions, and the like. This allocation of authority would help to reduce the widespread concern among physician-investigators about "meddlesome outsiders."

F. Enforcement

The DHEW guidelines on enforcement are written in permissive and general language:

The Division of Research Grants (DRG), NIH, will follow up reports by reviewers, evaluators, consultants, and staff of the DHEW indicating concern for the welfare of subjects involved in approved and funded grants or contracts, and of subjects potentially involved in activities approved but not funded, and in disapproved proposals. On the basis of these reports and of other sources of information, the DRG, NIH, may, in collaboration with the operating agency concerned, correspond with or visit institutions to discuss correction of any apparent deficiencies in its implementation of the procedures described in its institutional assurance.

If, in the judgment of the Secretary, an institution has failed in a material manner to comply with the terms of this policy with respect to a particular DHEW grant or contract, he may require that it be terminated in the manner provided for in applicable grant or procurement regulations. The institution shall be promptly notified of such finding and of the reason therefor.

If, in the judgment of the Secretary, an institution fails to discharge its responsibilities for the protection of the rights and welfare of the individuals in its care, whether or not DHEW funds are involved, he may question whether the institution and the individuals concerned should remain eligible to receive future DHEW funds for activities involving human subjects. The institution and individuals concerned shall be promptly notified of this finding and of the reasons therefor.82

These enforcement guidelines delegate sole responsibility for the detection of failures to comply to the Division of Research Grants. But staff members of the DRG are probably the last persons to hear of any infractions once they have occurred, and then only when, as in the Tuskegee Study, they are of major proportions. Indeed, no procedures have been established to require institutional review committees to report to DHEW any evidence on noncompliance. Moreover, DHEW has made no efforts to define categories of noncompliance83 which should lead to the imposition of sanctions or to specify different kinds of sanctions which should be imposed in particular cases. Finally, institutional review committees and DHEW are not authorized to take disciplinary action, except for the Secretary's prerogative to terminate grants or make the investigator or his institution ineligible to receive future funds.

G. Compensation of Subjects

Existing DHEW policy provides no mechanism for the compensation of subjects harmed as a consequence of their participation in research, in spite of the growing recognition that no matter how careful investigators may be, harm still will befall some subjects.84 Unavoidable injury to a few is the "cost" of engaging in research which ultimately benefits the many. But unless the injured individuals can prove carelessness, failure to
obtain informed consent, or actual malice, their participation bars recovery for the harm done to them. Those subjects whose injury does result from negligence are faced with the usual difficulties and uncertainties inherent in a law suit. For his part, any investigator who is sued as a result of his research may find that his ordinary malpractice insurance does not cover medical research.\(^{85}\) If it does not—and the question is as yet unsettled—the personal liability of the investigator can be substantial. In addition, the economic vulnerability of subject and investigator adds to society's uneasiness about human experimentation, and may deter some persons from engaging in research activities.

H. Applicability of DHEW Policies

The DHEW guidelines quite appropriately were formulated for research grants and contracts to be funded by the Department. While much research in this country is supported by DHEW funds, a great deal of research is also funded or conducted by other Federal agencies, such as the Department of Defense.\(^{86}\) Additionally, many research activities receive no Federal support. Is there any justification for permitting less stringent protective controls for human experimentation supported by other governmental agencies, private foundations, or other private sources than for research conducted or supported by DHEW?\(^{87}\) Since a major restructuring in existing policies is necessary, we believe that serious consideration should be given to developing, through Congressional action, rules and procedures which apply to the entire human research enterprise without reference to the source of funding. A tentative step in this direction has already been taken by DHEW. Its enforcement section provides for the discontinuation of funds to any institution which has failed "to discharge its responsibilities for the protection of the rights and welfare of the individuals in its care, whether or not DHEW funds are involved."\(^{88}\) If it is concluded, however, that such broad coverage is beyond the power of Congress, then Congress should at least act to bring all federally funded research within a comprehensive regulatory framework.

When this is done, the existing anomaly in the applicability of DHEW policies should be corrected. We refer to the different policies described earlier which govern intramural and extramural research. We can find no justification for differential protection of subjects on this basis. Moreover, the conduct of human research by DHEW employees and under the Department's aegis lends additional support to our call for an independent Government body to oversee all research. For to expect DHEW to scrutinize and judge its own activities as critically and strictly as it supervises outside research projects is arguably unrealistic and unnecessarily strains internal Departmental relationships.

\(^{85}\) See Ladimer, supra, footnote 84 at 251.

\(^{86}\) For documentation of the human research conducted by the armed services, see the Legislative Reference Service's report "Medical Experimentation on Human Beings, March 1967," placed in the Congressional Record by Senator Jacob Javits, 118 Cong. Rec. S. 13789, 13793-95 (August 17, 1972). The report states:

> There is very little information available on the number and types of military persons who serve as subjects in research. Intuitively appraised, however, the number of topics and of human subjects must be large.

118 Cong. Rec. S. 13793.

\(^{87}\) Barber et al., found that in 15% of the institutions they surveyed some clinical research was not reviewed by an institutional committee. Moreover, 35% of these institutions were medical schools, "the type of institutional setting most productive of biomedical investigations using human subjects." They concluded that "a perhaps significant volume of human research is still not subject to review by peer review committees." Barber et al., supra, footnote 3, at 149.

\(^{88}\) Grants Administration Manual, supra, footnote 23, \$1-40-50 (E).
V. RECOMMENDATIONS

A. Preface

Before turning to our specific recommendations we would like to anticipate three possible criticisms of our proposals. First, the argument may be advanced that any regulation of human research is an unwarranted infringement of the "freedom of inquiry." But freedom of inquiry is only one facet of freedom in general. When scientists use other human beings as subjects of experimentation and in so doing jeopardize their rights and welfare, the scientists' freedom of inquiry clashes head-on with the right of every individual in our society to personal autonomy. Therefore, society must retain the right to define and limit the human costs it is willing to bear in order to benefit from advances of knowledge.

Second, whenever it is suggested that representatives of society at large participate in decision-making of significance to both science and society, concerns about the intrusion of "outsiders" in the domain of professionals are voiced. This position was forcefully expressed by Dr. Owen W. Wangensteen in a letter to Senator Walter F. Mondale prior to congressional hearings in 1968 on a proposed Commission to study the social and ethical problems raised by biomedical advances.

"Senator, I would urge you with all the strength I can muster to leave this subject to the conscientious people in the profession who are struggling valiantly to advance medicine. We are living through an era in which the innovator is often under suspicion, being second-guessed by self-appointed arbiters more versed in the art of criticism than in the subject under scrutiny. We need to take great care lest the wells of creativity and the spring of the mind of those who break with tradition are not manacled by well-intentioned but meddlesome intruders." I would urge you to leave these matters in the hand of their proponents, the persons who are actually doing the work. They know more about all this than any of us possibly could. They have wrestled with the problem day and night, almost invariably over many years. Theirs are not overnight judgments or convictions. In the academic community in which I have worked and spent my entire professional life of almost 50 years, you will find as warm, sympathetic human beings as are to be found on this earth. . . .

It is important that we look back as well as forward. To have no concern for history is tantamount to having a physician with total amnesia. If we leave this matter alone, it will simmer down. Discussion should not be restrained, but legislative action, never.89

We appreciate Dr. Wangensteen's fears, which have been echoed by others. But not all intrusions by "outsiders" into medical decision-making are viewed by the profession as unwarranted interferences with the practice of medicine. Authorized representatives of society have the right to circumscribe some activities of professionals and this has been accepted; for example, the discretion of physicians to commit patients against their will or to prescribe addictive drugs is limited. Thus, the pertinent questions are: under what circumstances, to what extent, and by what means should the activities of the medical professional be controlled?

We have already mentioned that the human research decision-making process can be divided into three functionally distinct stages: the formulation of research policies, the administration of research, and the review of research decisions and their consequences. The participation of "outsiders"—which is to say, of persons deemed capable of representing the interests of society in the proper conduct of research—is highly desirable in the formulation and review stages. Such decisions as the allocation of resources for research, the extent of hazardous experimentation, the degree of respect to be shown for the autonomy of research subjects, and the extent of the participation of children, prisoners, members of minority groups, and other captive or disadvantaged persons in research, are of momentous consequence to society as well as to science. These decisions implicate general social policies and must not be left to the sole discretion of scientists.

Nonetheless, we agree that the often expressed fear of interference by laymen with the immediate clinical research decisions which physician-investigators must make has merit. However, we believe that the two positions can be reconciled. Once satisfactory rules and procedures for the protection of human subjects have been formulated and research practices are adequately reviewed by "insiders" and "outsiders," society should feel safe in leaving the actual administration of research and therapy to physician-investigators within the restraints imposed by peer review (through the already established institutional review committees.)

Current DHEW policies fail to identify the different stages in the regulation of research. Instead, institutional review committees are charged with formulating policies, administering policies, and evaluating the consequences of their decisions. Taken together these tasks are too burdensome for such committees. Moreover, because

these committees must formulate policy and evaluate decisions, the demand for outsiders to sit on them has intensified, justifying the fear of interference in professional day-to-day decision-making by persons not qualified to do so. Our recommendations seek to reverse this development by confining the role of the institutional committees largely to the implementation of policies already adequately formulated by others.

A third criticism may be leveled against our recommendation that a National Human Investigation Board be established to oversee human experimentation. Some may fear that this Board will promulgate such detailed rules and impose so many legal duties that progress in research and innovation in treatment will be seriously impaired. The danger of cumbersome bureaucracy cannot be lightly dismissed and every effort must be made to avert it.90 At the same time we doubt that society, if properly informed, would tolerate any serious impediments to the acquisition of knowledge, for the pervasive and compelling desire to benefit from advances in medicine should counteract any tendency to stifle research.

A national Board to regulate human research is needed for many reasons. One central group should be responsible for formulating policy, instead of the many different Federal agencies and the hundreds of individual review committees which, as we have argued, cannot be expected to assume this complex task. Moreover, “outsiders” who could represent and protect individual and societal values and interests could then be included in policy formulation and review, where they are most needed, without thereby hindering physician-investigators in their professional decision-making. The national Board would provide a forum in which the competing interests of science and society could be debated openly before authoritative decisions are made.

B. National Human Investigation Board

A permanent Governmental agency, to be called the National Human Investigation Board (NHIB), should be established to oversee at a minimum all Federally-supported research involving human subjects. The jurisdiction of this Board should extend to all extramural and intramural research sponsored by DHEW (including human research currently governed by FDA regulations) as well as to research supported by Government agencies other than DHEW, such as the Department of Defense. Ideally, the authority of this Board should also extend to all human research activities, even if not Federally supported. However, despite its apparent merits, such a sweeping proposal may raise insurmountable jurisdictional problems. We leave it to others to determine whether Congressional authority to regulate research may encompass investigations not conducted or financed by the Federal Government.91

The primary function of the NHIB would be to formulate policies and procedures to govern research with human beings. For this reason the Board must include, in addition to eminent medical and other professional researchers, lay members who can represent the interests of society in the ethical conduct of research with human subjects. Such lay members should be selected for their ability to make disinterested judgments about research issues of societal concern. Because medical and other research professionals have been trained to pursue other goals, they should not be expected to shoulder the added burden of speaking for the concerns of society.

Senator Hubert Humphrey has called for the establishment of a National Human Experimentation Standards Board which in some respects resembles the Board we propose. His bill92 provides as follows:

Sec. 2. (a) There is hereby established, as an independent agency in the executive branch, a National Human Experimentation Standards Board (hereinafter referred to as the “Board”).

(b) The Board shall be composed of 5 members to be appointed by the President by and with the advice and consent of the Senate from among individuals who by virtue of their service, experience, or education are especially qualified to serve on the Board.

(3d) Members should be chosen from persons who are representative of the fields associated and concerned with clinical investigations.

Sec. 5. (a) It shall be the function of the Board to—

(1) establish guidelines for the involvement of human beings in medical experiments which are funded in whole or in part with Federal funds;

(2) review all planned medical experiments that involve human beings which are funded in whole

90. Another commonly expressed fear is that detailed regulations may adversely affect the well-being of patient-subjects because the physician-investigator's authority to intervene quickly, whenever his professional judgment dictates it, is unduly restricted. But discretionary authority must of course be delegated to physician-investigators in the exercise of purely professional judgments regarding their patient's health.

91. Senator Jacob Javits has also recently introduced a bill, in response to the Tuskegee Study, for the protection of research subjects. S. 3935, 92d Cong., 2d Sess. However, this proposed amendment to the Public Health Service Act is in essence simply a statutory enactment of current DHEW regulations. As we have argued, more than this is needed for the protection of research subjects.

92. S. 3951, 92d Cong., 2d Sess.
or in part with Federal funds to determine if the guidelines established under paragraph (1) are being complied with;

(3) obtain an injunction to prevent such experimentation in a case where such experiments are found not to comply with established guidelines; and

(4) prepare and submit an annual report to the President, for transmittal to the Congress recommending legislation, if required, and detailing the performance of the Board during the preceding year.

Senator Humphrey's bill assigns to his Board policy making, administrative and review powers. We believe that some of these functions should not be delegated entirely to the NHIB and that those functions which the NHIB should be given must be spelled out in greater detail. Senator Humphrey's bill also does not provide for the continuation of the institutional review committee system. We believe that institutional review committees should be maintained, although in modified form. We now turn to a discussion of the functions of the NHIB and institutional committees in the formulation, administration and review of policies for human research.

1. Formulation of Policy

The National Human Investigation Board must establish guidelines for the conduct of research with human beings with respect to such matters as:

a. Selection of Subjects—The Board must formulate criteria for the selection of subjects. It will have to reexamine the contemporary research practice of choosing subjects from the less educated, disadvantaged, or captive groups within society. In doing so, the Board will have to confront many questions. For example, should every effort be made, consistent with research objectives, to obtain a subject sample which represents a cross-section of the population at large? Or should subjects first be selected from among the best educated before turning to the less educated, since the former are more capable of giving “informed consent”? How should the recruitment of subjects be effectuated to implement whatever rules for their selection are adopted? Under what circumstances should non-comprehending subjects such as children or severely mentally disturbed individuals, or captive subjects such as prisoners or other institutionalized persons, be barred from participating in research?

b. Ambit of Informed Consent—The Board must not only formulate the overall criteria of informed consent but must also specify the circumstances in which the consent requirement can be modified, and to what extent, in order to accomplish important research objectives. In doing so, the Board will have to find answers to such policy questions as: Under what circumstances can what benefits to individuals or society justify modifications in the informed consent requirement? Should certain groups or potential subjects be excluded from participating in research or high-risk investigations be proscribed unless informed consent can be obtained? When is third party consent permissible, and what safeguards should be introduced whenever the consent of a third party is invoked? The Board may have to promulgate separate guidelines for the conduct of investigations which are predicated on the absence of informed consent, such as placebo, double blind, deception and secret observation studies. The latter two procedures are employed by sociologists and psychologists on such an extensive and repetitive scale, and constitute such a significant exception to the general requirement of informed consent, that serious consideration should be given to restricting their use.

This may be an appropriate place to introduce a note of caution. The policies we have in mind cannot be formulated overnight or without serious study of the problems inherent in this field. An example from the literature on informed consent illustrates this point. It has traditionally been assumed that the consent requirements should be more stringent in research with “healthy” volunteers than with patients. This assumption ought to be reexamined. Perhaps, as Alexander Capron has written:

... higher requirements for informed consent should be imposed in therapy than in investigation, particularly when an element of honest experimentation is joined with the therapy. The “normal volunteer” solicited for an experiment is in a good position to consider the physical, psychological and monetary risks and benefits to him in consenting to participate. How much harder that is for the patient to whom an experimental technique is offered during a course of treatment. The man proposing the experiment is one to whom the patient may be deeply indebted (emotionally as well as financially) for past care and on whom he is probably dependent for his future well-being; the procedure may be offered, despite its unknown qualities, because more conventional modalities have proved ineffective.

Finally, more attention must be given to the nature

and quality of the interactions between investigator and subject if the ensuing consent is to be truly informed and voluntary. In this connection, consideration should also be given to make an adviser available to a subject whenever he thinks that his decision to participate or not might benefit from disinterested advice.94 The authority and obligations of such advisers must be carefully defined and, as we have said repeatedly, with regard to policy formulation, cannot be left to each individual research committee to work out.

c. Definition of “Research”—To clarify the jurisdiction of the Board and of the institutional review committees, distinctions must be made between “research” activities and “accepted and established procedure.” We have pointed out already that the borderline between research and therapy is difficult to draw. Physician-investigators have often unwittingly or unwittingly added to the obscuration by calling some investigations “therapy,” in order to escape the obligations which the research designation entails. Such practices diminish the protection afforded subjects, and also undermine the scientific validity of the results of such investigations, because they were not established in carefully controlled clinical trails.

d. Application of Risk-Benefit Criteria—We have already suggested that the risk-benefit equation is one of the most difficult guidelines to implement. To evaluate risk taking, distinctions must be made between research designed to benefit its participants and those which may benefit society at large. With respect to societal benefits, answers will have to be found to such crucial questions as: Do even minimal risks from participation require an intensive scrutiny of the benefits to be derived from the study or should “minimal” risks, however defined, be exempted from this burdensome requirement? How often can risky experiments be repeated for the sake of verification, if results have already been reported in the literature? Must certain groups, such as children and mentally defective subjects, be excluded from all risky studies that are not designed to benefit them? When the risks and benefits of therapeutic measures are unknown, as in all first clinical trials of a new drug, should the tests be randomized with a limited number of patients in order to ascertain a scientifically valid estimate of effectiveness? In research with so-called normal volunteers or other subjects who are able to give a satisfactory consent, can greater risks be taken than a weighing of risks against benefits would in general permit? Should dying patients who are willing to participate in risky experiments be exempted from the rule that no experiments are to be conducted which might hasten death?

e. Promulgation of a Compensation Scheme—An insurance plan should be devised and implemented for the compensation of subjects harmed as a consequence of their participation in research activities. Though many schemes for compensating subject deserve consideration, we mention one which we believe has substantial merit: “no fault” clinical research insurance paid for by each institution sponsoring research. Subjects would be compensated for any injuries consequent of their participation in research whether or not caused by the fault of the investigator. This plan would provide full protection for subjects and relieve investigators of the threat of liability. As to cost, one of the principal promoters of research insurance, Irving Ladimer, has asserted that:

...it is unlikely that the costs will be great, probably a small fraction of customary malpractice premiums. First, there are few compensable occurrences within responsible research institutions, where most of the studies are conducted. Second, the assumption of medical care, most likely at the sponsor’s premises, will reduce such costs. Third, the adoption of such a system should tend to improve prior protection, controls, and research design; this is especially true for studies approved by research review committees. Fourth, the spirit and philosophy of this form, which should be fully explained in advance in discussions with participants, should serve to diminish rather than induce any questionable claims.95

The cost of the insurance would probably vary directly with institutional safety records and thus might provide an additional impetus to careful consideration of research proposals. Guido Calabresi has called attention to this possibility:

...Requiring compensation of injured subjects causes the full cost of research in humans to be placed on the research center. Accordingly, approval by the center of a particular experiment will require conscious consideration not only of the possible payoff (either in market or scientific terms), but also of the risks, converted to money, that the project entails. This may not deter many experiments, but it may cause those involved in the most risky or least useful ones to consider carefully whether the experiment is worth it, whether it is best done by those who propose to do it, and whether there is an alternative, and safer, way of obtaining approximately the same results. It may well be that all these considerations are already firmly in the minds of the experimenter.

94. We elaborate upon this recommendation infra, pp. 44 ff.

95. Ladimer, supra, footnote 84, at 259.
mentors. If so, nothing is changed by requiring compensation. But if researchers—like automakers, coal mine owners and the rest of mankind—tend to consider costs and benefits a bit more carefully when money is involved, a useful added control device will have been imposed.96

If “no fault” research insurance, or any other mechanism, is adopted as a device for compensating subjects, regulations will have to be established for adjudicating disputes over such matters as causation—whether the worsened condition of the subject was caused by the research in which he participated or whether it was merely the inevitable outcome of the subject’s particular illness—or the amount of compensation. Similarly, the NHIB will have to work out procedures for implementing whatever compensation scheme is adopted.

f. Promulgation of Sanctions—Senator Humphrey’s bill authorized his Board “to obtain an injunction to prevent...experimentation in a case where...experiments are found not to comply with established guidelines.” Though the promulgation of sanctions raises many sensitive issues, more is needed than has been provided in Senator Humphrey’s bill. Other sanctions tailored to specific violations of the policies governing research are required. For example, an investigator’s failure to follow its established procedures might in some circumstances justify suspension of further Federal funding of the investigator or the sponsoring institution.

It is beyond the scope of this report to detail the offenses which should lead to the invocation of sanctions, the particular penalties which should be imposed, or the procedures which must be followed to satisfy due process requirements. We also leave open the question of who—the National Human Investigation Board or Congress—should promulgate the regulations which will govern the imposition of sanctions.

g. Delegation of Authority to Administer and Review the Research Process—The National Human Investigation Board must also promulgate rules and procedures for the administration and review of the human research process. We now turn to these issues under their appropriate headings.

2. Administration of Research
a. Institutional Human Investigation Committees

Once adequate research policies have been formulated by a broadly representative body, “outsiders” should intervene as little as possible in the administration of those policies. For when research policies are put into effect, limitations imposed by colleagues are better tolerated by investigators than restrictions imposed by outsiders. The administration of research should therefore be performed principally by researchers’ professional peers sitting on institutional review committees. Thus we seek to reverse the trend toward outsider membership on institutional review committees and outsider interference with day-to-day professional decision-making. In our proposed restructuring of institutional review committees, we have sought to restrict the participation or outsiders to those areas where they have the most to contribute.

Senator Humphrey’s bill does not specify the status of the institutional review committees which are now required by DHEW. The advantages of institutional committees are numerous, and we propose that they be retained, though with redefined functions. Among other things, administration at the institutional level simplifies the task of prior review of research protocols; permits closer scrutiny of research activities; encourages investigator involvement in and respect for the problems of ethical research; enables different institutions to deal with complex new problems from different vantage points, and facilitates responsiveness to difficulties in the research process as they arise. Instead of eliminating institutional committees, they should be restructured to enable them to perform their functions better than they now do.

We recommend the creation of a structured institutional body, to be called the Institutional Human Investigation Committee (IHIC), in place of the existing unspecialized institutional review committee. Each institution which is subject to the jurisdiction of the NHIB would be required to provide written assurance to the NHIB that it had appointed an IHIC. This would be similar to current practice which requires institutions to negotiate assurances with the NIH’s Division of Research Grants.98 As outlined below, each IHIC would be responsible for the conduct of research in its institution, and would be required to file with the NHIB its plans for carrying out the responsibility. Thus the NHIB would pass on the suitability of the IHIC membership, local policies, and administrative procedures, and NHIB


97. Current DHEW regulations suggest, and FDA regulations require, that outsiders be members of institutional review committees. See Grants Administration Manual, supra, footnote 33, §1-40-40 (C) (2) (b); 21 CFR §120.3; 36 Fed. Reg. 5037, 5038 (March 17, 1971).

98. See Grants Administration Manual, supra, footnote 23, §1-40-40 (A): The assurance shall embody a statement of compliance with DHEW requirements for initial and continuing committee review of the supported activities; a set of implementing guidelines, including identification of the committee; and a description of its review procedures...
approval would be required before Federally funded research could be conducted at the institution.100

IHIC members should be appointed by their institutions to serve for a period of years, so as to accumulate expertise in the problems of human experimentation. The membership should represent a cross-section of the disciplines involved in research at the institution. It ought also to include a few "outsiders," who can make a valuable contribution to the supervision of the consent process, as described below.

The main functions of each IHIC would be: to establish local policies, consistent with the uniform national guidelines promulgated by the NHB, which are responsive to the individualized needs of the institution, to bring to the attention of the NHB any procedural modifications deemed necessary for effective functioning; to inform local participants in the research enterprise of their rights and obligations; and to establish two subcommittees to carry out its administrative functions—a Protocol Review Group and a Subject Advisory Group. Although the membership of the subcommittees should be drawn largely from the IHIC, these subcommittees could also include others associated with the institution. Our recommendations regarding the two subcommittees are modeled on a similar proposal recently advanced by Jay Katz and Alexander Capron in a somewhat different context, and in what follows we quote from the draft document they have prepared.

b. Protocol Review Groups

The heart of IHIC's will be their Protocol Review Groups (PRG) which will be responsible for approving, disapproving or offering suggestions for modification in protocols for experimental and therapeutic interventions which come within the policies on risk and consent formulated earlier in the process. The PRG's task is to apply the rules and policies already set down, but this should not be a matter of "clockwork" or mere routine. Realistically, it is unlikely that even if policy formulation proceeded with much more rigor (as we urge) it will result in directive that settle all issues faced by the PRG's. This does not suggest, however, that Protocol Review Groups set policies themselves, though these rules may give them some discretion in light of local institutional conditions and so as to permit experimentation with a variety of alternative policies which are still consistent with the general directives. This sort of flexibility is vital if the PRG's are to operate effectively and secure the services of thoughtful, devoted members.

Membership in the Protocol Review Group should consist primarily of professionals with competence in biomedicine. This reflects the committee's function, which is to scrutinize protocols in light of the policy guidelines and directives, to evaluate whether the procedure should be undertaken, and to give advice to the physicians and scientists involved. In most instances these group members will be members of the university or research center's staff and faculty, but when the presence of more than one institution in a locality permits it, the cross-fertilization of having some people from one center serve on another's PRG would probably be advisable. Such an arrangement would provide "outsiders" in the sense of people's free of the personal ties and biases of the institution's own employees, while maintaining the biomedical expertise that should characterize "insiders."101

c. Subject Advisory Groups

Katz and Capron also propose "the establishment of Subject Advisory Groups (SAG) to aid patient-subjects in decision-making."102 We do not lightly suggest the creation of another subgroup within the IHIC, since we have no desire to overburden the process with excessive bureaucracy. But, as we have emphasized, present procedures for obtaining consent are concerned with form to the neglect of substance. If informed and voluntary subject consent is to become a reality in human experimentation, efforts must focus on improving the quality of the communications between investigator and subject. We therefore endorse the Katz and Capron proposal that an adviser be made available to counsel any prospective subject who thinks his decision to participate or not might benefit from disinterested advice.

Not all patient-subjects may wish to seek out representatives of the Subject Advisory Group, for some may be satisfied with the information obtained from physician-investigators. But patient-subjects should be well apprized of the availability of these representatives prior to their participation in projects which have to be sub-

99. Or any research—see supra, p. 39.
100. It should be noted that, as in present DHEW policy, different requirements might be established for institutions "having a significant number of concurrent" research projects and for institutions sponsoring only one, or a limited number, of such projects. See Grants Administration Manual, supra, footnote 23, §§ 1-40-40 (B), (C), and (D). The description of the IHIC presented in our report hereinafter is for an institution with a number of research activities.
102. Ibid.
mitted to the PRG because of the risk involved or because of the problems anticipated with obtaining valid consent. Patient-subjects may also wish to avail themselves of the SAG’s services when they begin to wonder whether continuation of the intervention is worth the pain and suffering they have to endure. At such times the Subject Advisory Group assumes the important function of administering the procedures formulated for the termination of experimental treatments.103

The SAG should also aid investigators in developing fair methods of obtaining consent, and in avoiding inadvertent bias or coercion when seeking consent. It ought to go without saying that

... (c)reating an opportunity for someone in addition to physician-investigators to talk with patient-subjects does not suggest a lack of trust in the investigators’ integrity, rather it recognizes the reality that investigators cannot help but plead, however unconsciously, their interests in the research and therefore must find it difficult fully to safeguard the interests of their subjects.104

Because the work of the SAG would be restricted to issues relating to consent, laymen could make a significant contribution in this subcommittee. They, more than professionals, would appreciate the difficulties prospective subjects might have when faced with an invitation to participate in research. And potential subjects might be less overawed in interactions with their peers, than in interactions with physicians.

d. Appeals

From time to time disagreements will arise between investigators and the Protocol Review Groups. No opportunity for appeal from an adverse institutional review committee ruling exists at present, and committees can cut investigators off from Federal funding without possibility of reconsideration. This may not only hinder the acquisition of knowledge; it may also undermine the legitimacy of peer review. Barber et al. have written:

We have heard researchers object to peer review as they know or understand it because they believe that research proposals having real potential for medical scientific advances, or even “pioneering breakthroughs,” frequently either are not or will not be approved by those who sit on institutional review committees. The reasons for these rejections they are especially concerned about do not involve the ethical defectiveness of the proposals. Rather they include local institutional politics and conflicts as well as resistance to innovations just because they depart from accustomed ways of scientific thinking and proceeding. ... To forestall rejections of this kind, the biomedical community may have to go beyond the establishment of local appeal procedures by institutions. Perhaps what is necessary is the establishment of a hierarchy of “courts of appeal” throughout the nation, culminating, as a final resort, in a “supreme court” composed of eminent peers including both “insiders” and “outsiders” with respect to any field. Such a system might be the best safeguard available against the object of these concerns—unjustified hindrance of medical progress by the peer review process.105

Procedures should be established for appeals to the National Human Investigation Board.106 After a hearing of the controversy, the NHIB should be empowered to sustain or overrule the judgment of the Protocol Review Group.

Since the NHIB has a role to play in the administration of research, it must employ expert staff to evaluate research protocols and to prepare detailed findings. This staff would take over the reviewing function currently handled by DHEW study groups. However, it is beyond the scope of this report to set forth all the specific functions which the NHIB should assume. In particular, we have refrained from deciding how many of the protocols approved by the PRG’s should be reviewed again by the NHIB. Though a certain number will have to be examined in order to provide the NHIB with sufficient information to carry out its most important function—policy formulation, it may not be necessary to review all protocols a second time. This would be a time-consuming task.

3. Review of Decisions and Consequences

The NHIB must create mechanisms for the overall review of the human experimentation process in order to assess the continuing efficacy of its own policies and of the institutional peer group review. Thus, the Board has to keep itself informed about ongoing research practices, and a number of already existing resources would facilitate this task: scientific journals which publish research studies, legal cases in which conflicting claims about research have been brought before courts, newspaper accounts (such as the initial reports of the

103. Ibid.
104. Ibid.
106. IHIC’s might also find it appropriate to establish an internal appeals procedure. This would be more convenient than, and would sometimes obviate the need for, appeals to the national level.
The NHIB must also establish rules and procedures for the direct review by IHIC's and by NHIB staff members of ongoing previously approved research projects. The current requirement of systematic review of all projects at fixed intervals is burdensome and inefficient and encourages perfunctory review. Instead of requiring continuing review of all research projects on a routine basis, it would reduce the burden on IHIC's and maximize the effectiveness of continuing review if investigators were asked to report immediately any contemplated or necessary deviations from approved research protocols, all inconveniences and injuries suffered by any subjects which has not been anticipated in the original protocol, or any medical advances which might benefit subjects and which has not been anticipated in the original protocol. Moreover, periodic "spot checks" of selected interventions which are now discretionary should be made a requirement. It is apparent that some approved research projects are carried out improperly. For example, in a recent study involving subjects subsequent to their participation in a medical research project which had been approved by an institutional review committee, an interviewer found that,

(most of these subjects learned of the existence of the study during the interviews done for my research. Second, many more subjects (the exact number awaits further analysis), while aware of the research, has significant gaps in their understanding of the project and consented on a more or less uninformed basis. These included women who had no knowledge of whether there were alternatives to participation, women who did not know of the double-blind nature of the study (it was not part of the research design to withhold this information), and women who were not aware of the fetal monitoring procedures and extra blood samples required by the research. Others were not aware beforehand that their consent to have the baby observed would be sought by a separate researcher.\textsuperscript{108}

Spot checks would determine the extent of noncompliance with existing procedures. Should the checks reveal widespread noncompliance, then remedial steps could be taken, such as better education of physician-investigators about their responsibilities, more careful evaluation of protocols, or routine monitoring of all research activities for a period of time.

The NHIB should also invite the IHIC's to submit their most difficult decisions for an evaluation. Significant cases, including the original PRG rulings and the subsequent NHIB opinions, should be published to give direction to the deliberation of local committees, to provide material for scholarly analysis, and to foster and sustain public awareness of the issues raised by human experimentation. Indeed, all important decisions rendered at the local or national level should be published and preserved in easily accessible form. These cases would serve as precedents for future opinions. Thus publication would be a first step toward the case-by-case development of sound policies for human experimentation. We regard such a development, analogous to the growth of the common law, as the best hope for ultimately providing workable standards for the regulation of the human experimentation process.

Finally, we emphasize again that the review of research decisions and their consequences requires the participation of persons representing a wide variety of societal interest and should not be limited to members of the biomedical professions. It is at the policy-formulation and review stages of the human experimentation process that "outsiders" have an important role to play by championing individual and societal rights and interests. Professionals have been trained to pursue other goals and should not be expected, even if they could, to shoulder the added burden of speaking for the concerns of society.

C. Education

Our last recommendation pertains to the education of investigators, particularly when they are still students, for the responsible practice of human research in a democratic society. Recently, Senator Jacob Javits introduced a bill\textsuperscript{109} in the Senate which addresses itself to this problem. The bill

would authorize special project grants for medical schools to develop and operate programs which provide increased emphasis on the ethical, social, moral, and legal implications of advances in biomedical research and technology.

\textsuperscript{* * *}

\textsuperscript{107} The NHIB might consider inviting others – for example, editors of scientific journals – to submit for review studies which raise ethical questions. Editorial boards should welcome such an opportunity, particularly in the light of the recent debate about the publication of articles based on "unethical" research. Some commentators have favored non-publication, while others have felt that "(e)ach an editorial policy would maintain the low visibility of unethical experimentation and preclude not only review but also careful and constant appraisal of the conflicting values inherent in experimentation." (Katz, "Human Experimentation," 275 New Eng. J. of Med. 790 (1966)). Journal censorship creates difficult problems. If editorial boards could be assured that violations of "ethical" practice would be dealt with by an authorized body, they might prefer to call them to the attention of the NHIB and judge acceptability of articles on the basis of scientific merits.


The bill... provides the opportunity for our Nation's medical schools to develop the appropriate program curriculums regarding ethical, moral, and social issues to meet the need—the protection of human subjects at risk in medical research and improved understanding of the consequences and implications for the individual and society of the advances in biomedical science—and through their own initiative and leadership construct and appropriate continuing professional institutional activity to safeguard human subjects in research.\textsuperscript{110}

Senator Javits referred to the findings of Professor Bernard Barber et al., and to document further the need for such an educational effort, we quote briefly another passage from their study:

It is clear from our data that medical schools are presently giving very little serious attention to these matters in their curriculum. Of the 307 physicians interviewed, only 13\% reported that they had had a seminar, a lecture or part of a course devoted to the issues involved in the use of human subjects in biomedical research, and only one researcher said that he had had a complete course dealing with these issues. Thirteen per cent of the respondents said that the issues of research ethics came up when as students they did practice procedures on one another, and 24\% said that they became aware of the issues of balancing risk or suffering against potential benefits when doing experimental work with animals. Thirty-four per cent remembered discussions with instructors or other students of the ethical issues involved in specific research project which they had read about or learned of in class. But 57\% of the physicians interviewed reported none of these experiences, even those peripheral to work with humans, such as those involving animal experimentation.\textsuperscript{111}

It has sometimes been asserted that the human subject in experimentation is best safeguarded "by the presence of an intelligent, informed, conscientious, compassionate, responsible investigator."\textsuperscript{112} Whatever merit underlies such a contention, sufficient attention has not been paid by educators in all professional schools to exploring the responsibilities of the professional toward his patients, clients, or research subjects. Without training, even a "conscientious" investigator is poorly prepared to deal knowledgeably or systematically with these problems.

Though in recent years there has been an upsurge in efforts to expose students to the issues raised by professional responsibility, considerably more thought and support must be given to this work. Professional schools must recruit faculty members who are interested in pursuing the complex problems created by human research in particular and contemporary professional practices in general. The task is not limited to educating students but must ultimately include a re-examination of the entire scope of professional decision-making.

\textsuperscript{110} 110 Cong. Rec. S 3114 (Feb. 22, 1973)
\textsuperscript{111} Barber et al., supra, footnote 3, at 101;
VI. CONCLUSION

Human experimentation reflects the recurrent societal dilemma of reconciling respect for human rights and individual dignity with the felt needs of society to overrule individual autonomy for the common good. Throughout this report we have expressed our concern for the lack of attention which has been given to the protection of the rights and welfare of human subjects in research. Society can no longer afford to leave the balancing of individual rights against scientific progress to the scientific community alone. The revelations of the Tuskegee Syphilis Study once again dramatically confirmed this conclusion.

We offer our far-reaching proposals in the hope that the decision-making process for human research will become more open and more effectively regulated. We have amply documented the need for implementing this most basic recommendation. Precise rules and efficient procedures, however, are not by themselves proof against a repetition of Tuskegee. For, however well designed the system of regulation, the danger of token adherence to ethical standards and evasion in the guise of flexibility will persist. Ultimately, the spirit in which an aware society undertakes to use human beings for research ends will determine the protection which those human beings will receive. Therefore, we have urged throughout a greater participation by society in the decisions which affect so many human lives.
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